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Introduction

Priority-Lasso:
prediction
using

multi-omics Last few years: more and more data available that feature
omics measurements of several types for the same patients
(multi-omics data),

Introduction

e.g. gene expression and DNA methylation data and miRNA.

= new possibility: combine several types of omics data for
prediction modeling

= new methodological developments necessary that take
block structures in high-dimensional covariate data into
account
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Introduction

Priority-Lasso:
prediction
using

multi-omics Different types of omics data (“blocks”) are associated with
— different costs and are differently well established.

= Medical doctors prioritize some blocks over others and
predictive information overlaps between blocks.

Introduction

= idea of our new approach priority-Lasso:

Retrieve overlapping predictive information from blocks of
high priority rather than from blocks of low priority.

= blocks of low priority less used in the resulting prediction
rules
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priority-Lasso estimation algorithm (for metric

outcome): Step 1

Priority-Lasso:

el Prediction:
using

multhomics Fit a Lasso model considering only the covariates
in the block with highest priority:

Yix = BO + Xl(’zrll) Alwl) +...+ Xl(‘zrpl,)rlléi(;rri) tei

priority-Lasso
estimation

algorithm by minimizing

n
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3 (o= S ) AL 15
j=1 j=t

i=1

Rationale: Use all predictive information contained in the
block with highest priority.
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data

priority-Lasso
estimation
algorithm

priority-Lasso estimation algorithm: Step 2

Using the fitted values from Step 1 as offset fit a Prediction:
Lasso model considering the covariates in the
block with second highest priority:

yir = Bo+ XET)TB(M) +X532)T3(m) +€j

7, i+ (77)
by minimizing
n T 2 Pry
Z (Yi — f1,i(7) — xgﬂz) Ig(ﬂz)) + \(m) Z |5J(772)‘.
i=1 e

Rationale: Use all that predictive information from the
block with second-highest priority that is not contained in
the block with highest priority.
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priority-Lasso estimation algorithm: Step 3

SRR Using the fitted values from Step 2 as offset fit a
rediction . . . .
P g Lasso model considering the covariates in the

multi-omics

data block with third highest priority:

Prediction:

yir = Bo+ xITT B mT ) () g

" M, i* (m)

priority-Lasso ¥ ¥
estimation -
algorithm m2,i (71')

L ]

by minimizing
n 2 P7r3
N T a(m T

5 (= as(m) = 6T ) A Y ),

i=1 j=1
Rationale: Use all that predictive information from the block
with third-highest priority that is contained neither in the
block with highest nor in that with second-highest priority. )
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priority-Lasso estimation algorithm: Step 4 to M
and rationale of procedure

Priority-Lasso:
prediction

using
multeomics m For m=4,..., M (number of blocks): Using the fitted
values from Step m — 1 as offset fit Lasso model
considering the covariates in the block with mth highest
priority.

priority-Lasso

estimation
algorithm

m desired effect: Include variables from each block only
if they provide additional information to that of
variables from blocks with higher priority;

possibly exclusion of whole blocks (= reduction of
costs/efforts)
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priority-Lasso estimation algorithm: further points

Priority-Lasso:
prediction

g m Problem: Due to overfitting, offsets overestimate

multi-omics

i information contained in the blocks.

= not all additional information of blocks with low
priority exploited
priority-Lasso = sub-optimal prediction performance

estimation

algorithm — Solution: cross-validated offsets

m Algorithm works analoguously for other types of
outcome than metric outcomes.

m priority-Lasso implemented for continuous, binary, and
survival outcomes in the R package prioritylasso,
available on CRAN in version 0.2.1
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Application to AML data: study design

Priority-Lasso:
predi.ction
e two datasets on acute myeloid leukemia (AML):
data

training dataset: Affymetric data, 447 patients
test dataset: RNAseq data, 250 patients

survival outcome

Application

m 4 blocks: established score (ELN2017), clinical covariates,
gene mutation data, gene expression data

m comparison with standard Lasso

aspects of interest: included variables, prediction accuracy
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Application to AML data: results

Priority-Lasso:
prediction . R
using m included variables:
multi-omics
data

m Priority-Lasso selected fewer variables than Lasso, in
particular fewer from blocks with low priority.

= sparser models /

m As expected priority-Lasso with cross-validated offsets
selected more variables, in particular more variables from
Application blocks with lower priority.

m prediction accuracy:
m priority-Lasso comparable to Lasso

m version of priority-Lasso with cross-validated offsets
slightly better
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Conclusions

Priority-Lasso:
prediction
using

mult omics m Priority-Lasso is a prediction method for multi-omics
data that allows practitioners to impose a priority
sequence among the blocks.

m Variables from blocks of lower priority are excluded if
they do not carry additional information to that
contained in blocks of higher priority.

Conclusions

m This leads to sparse models.

m The prediction performance is comparable to that of
standard Lasso.
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Application to AML data with comparison to
standard Lasso: Results — prediction accuracy

Priority-Lasso:
prediction
using

multi-omics ELN2017_cat

data

ELN2017_var
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Application to AML data with comparison to

standard Lasso: Results — calibration

ELN2017_cat

ELN2017_var

priority—Lasso

priority-Lasso

cross-validated offsets Lasso

12 3 4 5
Overall survival in years

priority—Lasso

1 2 3 4 5

Overall survival in years
priority-Lasso

cross-validated offsets

1 2 3 4 5
Overall survival in years

ELN 2017

e o0 90 o
onN >0 ® o

Survival probability

12 3 4 5
Overall survival in years

1 2 3 4 5 6 0 1 2 3 4 5 6
Overall survival in years Overall survival in years

Predicted Validation
- - —low
-- — intermediate
- - —high

15/13



	Introduction
	priority-Lasso estimation algorithm
	Application
	Conclusions

